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Kakune bbiBatoT OpenFlow

KOMMYTATOpPbI?
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vendor
Centec
Foxcon/Caswell
Foxcon/Caswell
Corsa
Corsa
NoviFlow
NoviFlow
Accton (Edge Core)
Accton (Edge Core)
Huawei
HP
MNEC
Eltex
LINWKC
N4B
Qtech
Compass Networks

hodel
v350
CAT-8020
CNW3840
DP6410
DP6420
NoviSwitch 1248
NoviSwitch 2128
AS4610
ASS5T710-54X
512000
5900
PF5240
MF2400
Lapb
SWOSs
Q3800
R10004

chip
Centec CTC5163
Tilera TILE-Gx8072 )
Trident2 BCM56854
Xilinx Virtex FPGAs
Xilinx Virtex FPGAS]
EZchip NP-4 NPUs
EZchip NP-5 NPU)
Broadcom Helix-4
Broadcom Trident Il
Broadcom Trident Il
Broadcom Trident+
Broadcom Trident+
Broadcom Trident
x86 )
x80
Broadcom Trident+
Ezchip ™

FGPA
NPU

Hybrid Ha TpaauymoHHbIx chip ot Broadcom u Marvell

X86 ¢ nporpaMmMHON HAaYMHKOWM

MporpammHo-KoHpurypmpyemble CeTu
LWannmos A.B.
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Kakon cambin NonyasspHbIN
L POM3BOAMUTENb CEeTEBbIX YNNCETOB?

KoHeuyHO, Broadcom!
ObpabaTbiBaeT 99.98% Bcero nHTEPHET TpadUKa.

MpakTnyeckun Bce BeHaopbl (NEC, Extreme, HP, Cisco,
Juniper) ucnonb3ytoT ynnceTbl ot Broadcom.

IO/, KopnopaTUBHbIN CETMEHT, NPOBanaepbI

Higher Bandwidth
and Integration

960-1280Gbps Ethernet
Switching Capacity

BROADCOM Jiddseveane

Significant Price- Performance ‘\\ STRATAXGS
Improvements

Smart-Buffer & Smart-Hash
technologies for improved congestion
handling, reliability and visibility

MporpammHo-KoHpurypmpyemble CeTu
LWannmos A.B.

Very Large Network Nodes
and Topology Scale

Smart-Table technology enables
large & configurable L2/L3 tables

Higher Network Utilization &
Multi-Tenancy Support

Smart-NV technology for VxLAN,
NVGRE-based network virtualization
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Broadcom OpenFlow Data Plane Abstraction

Habop nporpamMmHbIX KOMMOHEHT ANA YUNCETOB NO TPAHCAALNM NPaBUN
OpenFlow B abcTpakuuun n KoHBenep Broadcom umnceTos.

— SDK, OF-DPA Driver, OF-DPA OpenFlow Agent
OpenFlow 1.3.4

MonHaa noaaep»KKa scex features ot umnceta: L2/L3 bridging, VXLAN,

NVGRE, ACL (drop, rewrite), QoS, queues 1 T.4.
Y10 onucbiBaeT?

— Kakune Ta6}'II/ILI,bI €CTb, KakKue nosAa ecCtb, Kakume ,EI,EVICTBMFI, B KaKunx Ta6fIMLI,aX
BO3MOXHbI

— Experimental 3HauyeHuMA, 4TOObI pa3pewnTb cneunduderyto
bYHKUMOHANbHOCTb

YTo nonyyaem?

— BO3MOXHOCTb NPOrpamMmMMpPOBaTh CYLLECTBYHOLLME YCTPOMCTBA (Nocne
nepenpoLwmnBKn, Aa)

— BblicoKan CKOPOCTb CNCTEMDI

MporpammHo-KoHpurypmpyemble CeTu
LWannmos A.B.
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OF-DPA 2.0
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Figure 1. OF-DPA Component Layering

MporpammHo-KoHpurypmpyemble CeTu
LWannmos A.B.
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cteka OF-DPA 2.0

[ ECMP CLOS Network I Elephant Flow J

Configuration App Provisioning App

[ RYU OpenFlow 1.3.1 Controller [ Open Components

Indigo 2.0 Agent

Platform | OF-DPA API

Services [ 3 Implemented based on
OF-DPA open OF-DPA v1.0

Switch SDK specification

ONIE 1 Ubuntu Linux on x86

Implemented based on
OCP open network

switch specification
¥ (draft)

Y

OPEN

Compute Project

MporpammHo-KoHpurypupyembie Cetu
Wannmos A.B.
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Y Tabnunu, n npaBma NOABAAETCA CEMAHTUKA

ECTb HECKO/IbKO TUNOB NPaBUAn:

— CTaHOapTHbIE - Mbl

— Built-in - 3awunTbI

— Automatic — nobaBnA0TCA aBTOMATUYECKU

OrpaHu4yeHuna Ha rpynnoBbie Tabaunubl

— L3 ECMP, Kak SELECT

— L2/L3 broadcast, kak ALL

MoXHO KOHdUrypmuposaTtb Switch n Ha camom OF-DPA

SDK. T.e. camomy cneunduumpoBatb Pipeline 6e3
ncnonb3osaHus SDN/OpenFlow.

MporpammHo-KoHpurypmpyemble CeTu
LWannmos A.B.
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NETWORKS

lf L3 Muticast L3 Interface:
I Al {Indirech

, L2
H'Ill_-ﬂ:l Tﬁﬂ"ﬁ:ﬂ' - L3 Unicasi Interface

Tables Table (ndirech {Indirect)

[ H

MporpammHo-KoHpurypmpyemble CeTu
LWannmos A.B.
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* Kypcbl no OnepaumoHHbIM cUCTEMAM y4aT
byHAAMEHTANbHbIM MPUHLUMUNAM:

— [MPUMNTUBDBI CUHXPOHU3ALUN, MOTOKN, UCKNOYEHMUS,
dannosBaa cuctema u T.A4.

— HoBble A3bIKM NPOrpaMmmmMpoBaHmnsa, onepaLMoHHbIe
CUCTEMbI

* Kypca no CeTeBbiM TEXHONOMUA Y4aT Ky4e NPOTOKO/10B
— TCP, UDP, ARP, MPLS, GRE, BGP, OSPF, IS-IS, LDP, RSVP, PIM,

— OTcyTcTBME DYyHAAMEHTANbHbIX MPUHLMUMNOB, TONbKO
PYKOBOACTBA NO 3KCN/yaTaLuUm ceTem

— ANropuUTMbl MapLpyTU3aLMM OAHN U TEXKE MHOFO NET,
yrnpaB/ieHne CeTbIo NPUMUTUBHO
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AbcTpaKuus

* Kypcbl no OnepaumoHHbIM cUCTEMAM y4aT
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— OTcyTcTBME DYyHAAMEHTANbHbIX MPUHLMUMNOB, TONbKO
PYKOBOACTBA NO 3KCN/yaTaLuUm ceTem

— ANropUTMbI MapLpyTU3aLMM OAHUN U TEXKE MHOIO J€eT,
yrnpaB/ieHne CeTbIo NPUMUTUBHO
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OF-TTP 1.0

(15/08/2014)

Table Type Pattern




TTP Introduction

Lifecycle of development, deployment and operation of OpenFlow
networks

To better accommodate heterogeneity of existing hardware switches
Enable future innovation in hardware switches

Enable precise communication between app/controller developers and
switch vendors

Enable automated communication between app/controllers and switches

Unicast
Routing

Flow
/ = \
e Multicast Apply Actions
‘O ermination Rouhr_q se 5 puysh /pop
s Flow - edits
Table - output
Bridging }

Flow Group Table Entries
Table
L2 Interface
A L2 Multicast
L2 Flood

Synchronized

r T_,JE 9 L3 Interface

| Learning | L3 Unicast
Flow

| tabe | L3 Multicast

b ot 7 i L3 ECMP

Abstract Switch Pipeline for Bridging and Routing




TTP framework

e o e

b b b

AN -~ /\

Device s

Before sending OpenFlow messages between controller and switch we need:

Agree on specific TTP (configured a priory or negotiated)
Multiply Flow Tables description (particularly device are ASIC based)
JSON based syntaxes

Includes a powerful mechanism Based on OF-CONFIG Protocol for
synchronizing controller and switch TTP contexts




The basic Lifecycle of TTPs in an OpenFlow Network

@Something drives need for new switch model @Dem:ribe the model asa TTP @Share the TTP Description

Sk o
> . =

COMMEoN use case
= < ?
- Crills down on &“ ] :>
rovider has full . e _—
.ﬁppspul ution ides specific element Il\ — Describe switch behavior as precise subset Share the TTF description
behawiors Switch vendor shows of OF1.x model. Inchude s unique TTP with both sides {publicly, or

key capabilities identifier and version #. under NOA)

@Build support for TTP @Gn to Market @ Connect & Pick TTP @Same run-time msgs TTP-based testing
= = *,#

I]I]I]I]Iff

App provider and switch vendor ) . .
independently add supportfor TR in Buyer considers product App/ctrr and switch chedk if TTPs

their products. Machine built switch options (TTPs!), buys a supported, and if so they negotiate App/ctrr and switch go Test labs will cerntify
plug-ins are a ;;E... goal. solution and installs |10 and parameters live! [flowmods, etc) popularopen TTPs




1. Something Prompts a New TTP

W
O F
OMF WG seesa ED
COMMOn Use case

0 >

=

Drills down ﬂ; |
App provider has ful i dewmn en L [::>

. specific element — 2
solution idea . .
behaviors Switch vendor shows
key capabilities

 The network architecture identifies the types of network elements
(“logical switch” - defined as various shapes).

* Application providers (Vendors or network operators can conceive

a various switch behaviors for solution architectures that they
develop

* To get things started the ONF will define a small number of TTPs




2.

[ ]
Describe switch behavior as precise subset
of OF1.x model. Includes unigue TTP

identifier and version #.

Describing a TTP

Abstract switch model build on existing OpenFlow protocol
version

TTP is described as a proper subset of an OpenFLow multi-
table logical switch

Include Metadata (naming, authority, the Negotiable
datapath model (NDM )type), name and version

Includes a set of flow tables, flow mod messages types that
must supported in specific flow tables, and the group
entries required in the group table

Define valid flow_mod and group_mod messages for a
givvenlogical switch

Effectively specifies “table graph” of the TTP



3. Sharing a TTP description

share the TTP descrption
with both sides (publidy, or
under NDA)

ONF-developed TTPS

— Once stable, fully public
* Sharing will be accomplished by posting at the ONF website
* Note that TTPs are not intended to be “standards”. Instead, TTPs

4

are “common practices”, and ONF-developed TTPs will not hold any
special distinction with respect to TTPs developed by others

ONF Member-developed open TTPs

— Application, controller and switch providers who are ONF
members can develop a TTP and share it
* Partnerships of members can also co-develop and share TTPs

* Sharing of member TTPs will be supported on the ONF website, but
can be accomplished in other way as well

ONF Member-developed private TTPs

— Market participants can also develop TTPs and keep them
“under wraps”, either temporarily during development or
for more extended periods. This might be handled in ways:

* Fully hidden TTPS
* Partially hidden TTPs (TTPs with Open IDs)

— Private TTPs may, at the discretion of the controlling parties,
be made open over time.




4. Build support for TTP

[

=

I]IJIJIJ!II

w.L _J

App provider and switch vendor
independently add supportfor TTP in
their products. Machine bui it switch
plug-ins are a key goal.

Third party TTPs may be supported by
both controller and switch in similar
timeframe

For TTPs provided by switch vendors and
supported by their products, support can
be added later by controller developers
wishing to support this products in app.

Hardware suppliers are adding support for
aTTP:

— Need to release typical hardware schedule

— Be able to decouple TTP support from their
main OS release, and offer shorter
timescales for supporting new TTPs.




5. Go on Market

* Explicitly declaring support for

EE applicable TTP gives customer
- confidence that controller from one
vendor will interoperate with a switch
from another vendor

ver considers oraduc A very large network operator may

options TTPsI). buysa define their own TTPs (own apps or
controllers). May require support for
this TTPs from their switch vendors




Connect & Pick TTP

Discovery of available switch-supported
TTPs, based on well-known TTP identifiers

":; Simple activation of a desired TTP using
~ default parameters

)

An optional mechanism for the OFCP to
fepler e i, negotiate the switch for preferred TTP

supported, and if so they negoti ate

ID and parameters parameters

— Switches that support parameters
negotiation must support an RPC extension
defined within the NETCONF framework




7. Run-time messaging with TTP

* Table Features messages will not be
allowed to alter table attributes

* The switch may reject a message
using a new error message if the
controller attempts to exceed
el (owmt,et) features defined by the TTP




8. TTP-based testing

Product (both controller and switch) with built-in TTP
awareness can be independently tested to assess
conformance with specific TTPs.

— TTPs are precise and unambiguous; if both ends conform to a
TTP, interoperability is more easily achieved

TTPs can be used as test profiles, even when the products
lack build-in TTP awareness
— The Testing and Interoperability WG has expressed a need for
unambiguous test profiles

— TTP Descriptions allow various market participants to define
TTPs and, thus, test profiles

Test labs will certify
popular open TTPs TTP descriptions may in future include test information, to

encourage self-testing of TTP conformance
— As a TTP gains market traction, 3-rd party testing of that TTP
will be increasingly likely

— For new TTPs, self-testing provides a mechanism to build
adoption until 3-rd party testing becomes available.




Example TTP Description: L2-L3-ACls

 Example provide both MAC forwarding (unicast, multicast) and
IP forwarding (unicast only). Conforms to common standards
and practices for MAC Bridging and IP forwarding

Flow Tables

Group Table

ARP/ND Exception
ARP f f |:|
/’ : IPvd £ / TTL Exception
Protocol 1PVa DST ‘-—-—_:____ MNext I-_iup
Filter e " Entries |,
ETH_TYPE/ IPv6 = _-:" / T INDIRECT
- Rord ETH_DST T L3ECMP / FF (opt) \
/O o / / IPV6_DST | Gt
SELECT
Control? 1 MAC
ontrol? | | Ingress | | E L e L2 -
Frame VID Learning T
- . | L2 Mcast
ETH_DST IN_PORT JE:GETD VLAN_VID = e e
ETH_TYPE VLAN_VID ETH__'SRC ETH_DST i

1Traffic to controller is metered
2Control Frame table not merged with ACLtable because Ingress VIDtable
would add VLAN to control frames that are not associated witha VID

ALL

~——J Flood |/

Entries

ALL

: G
fi ntries
/ INDIRECT
/
/
/



JSON sample

"NDM metadata": {
"authority": "org.opennetworking.fawg",
"type": "TTPvL",
"name": "L2-L3-ACLs",
"vversion™: "1.0.0",
"OF protocol version": "1.3.3",
"doc": ["Example of a TTP supporting L2 (unicast, multicast, flooding), L3 (unicast only),",
"and an ACL table."]

b

"security": {
"doc": ["This TTP 1is not published for use by ONF. It is an example and for",
"illustrative purposes only.",
"If this TTP were published for use it would include",
"guidance as to any security considerations in this doc member."]

b

"table map": {
"ControlFrame": 0,
"IngressVLAN": 10,
"MacLearning": 20,
"ACL": 30,

"L2": 40,
"ProtoFilter": 50,
"ITpv4": 60,
"IPve": 80




Table Type Patterns FAQ




If our device supports most of the
messages of a
support

TTP, can we claim
for the TTP?

* To legitimately claim support for a TTP, a switch must
Implement all non-optional functionality described by

the TTP. As mentioned
some functionality that

above, a TTP may describe
IS optional. Support for the TTP

can be fairly claimed even if the optional functions are

not supported, though
make clear what Is anc
consistency in the mar

product documentation should
IS not supported. (For
Ketplace, documentation of

optional functionality support should refer to the

OptFunc parameter va

ues that are or are not

supported. (See the OF-TTP specification and
example TTPs for OptFunc details.)




Are TTPs intended to describe a
particular chip pipeline?

TTPs were conceived and developed as a way to describe “implementation
independent” switch behavior (a use case), and thus TTP were intended to
describe an abstract switch architecture rather than specific physical
architecture. Such abstract architecture TTPs can be mapped onto
different physical switch architectures. The expectation is that an abstract
TTP that maps onto many physical devices will have an advantage in
adoption. Application architects should therefore seek to develop such

TTPs

Nevertheless, TTPs can be written to cater to a particular physical device
pipeline. Shortly before the TTP standard was approved, Broadcom
introduced their OF-DPA effort, based on the TTP framework but focused
on their switch architecture. (As of this writing, the TTP that represents
OF-DPA capabilities is still in development, likely to complete within a few
more weeks.)

If a particular switch vendor’s TTP gains an adoption advantage, one
possible outcome is that other vendors may be motivated to support that
TTP, which would represent a form of market-driven functional
convergence at the device level. In this way, TTPs can support an evolution
toward a long-promised SDN reality.




Are TTP files sent over the wire?

* No. The current TTP framework does not describe
any situation where OpenFlow products would
pass TTP descriptions "over the wire". However,
there will likely be scenarios in the future where
such transfer will become interesting. For now,
experimenter extensions to the OFSwitch
protocol offer one way to implement the
capability for providers that have interest in
features that could benefit from over-the-wire
TTP transfer.




Do a controller and a switch need to
synchronize with each other to use
TTPs?

When TTP support is integrated into products (controllers
and switches), then it is necessary to synchronize the two
endpoints to enable TTP-related functionality. This can be
done by configuration or during OF Switch initialization. At
this time, the config-based approach would either use the
OF-Config-based NDM Sync mechanism (see the NDM sync
spec) or some proprietary (out-of-scope) mechanism of
configuration such as CLI commands at both ends. The OF-
Switch-based mechanism would use an OF-Switch
extension mechanism that is, at the time this is written,
under development as an experimenter extension by the
Forwarding Abstractions WG.
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 OF-DPA orpomHbIu war Broadcom Ha BcTpeuy
SDN/OpenFlow

— OnucbiBaeT pipeline ynncera B TepmmnHax
OpenFlow

* NETCONF/YANG xuTpbli1 (HO NOTMUYHbIN LWar)
CISCO K ynpaBneHuto ceomm ob60pygoBaHneEm

Computing
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